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The First-order Reversal Curve (FORC) method is employed to analyze the influence of intermolecular interactions and 
particle size effect on Light-induced Thermal Hysteresis (LITH) behaviour of 1D spin crossover systems. We have used 
atom-phonon coupling model in order to simulate LITH-FORC diagrams with different interactions strengths and various 
amounts of molecules. The obtained FORC diagrams are rather different, which make this method a very powerful 
characterization tool. Finally, a comprehensive image of the particle size and interaction influence on the statistical 
parameters characterizing the LITH-FORC diagram is presented. 
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1. Introduction 
 
Besides the interesting fundamental aspects, potential 

applications, such as memories, switching devices, 
displays and sensors [1,2] continue to draw attention to the 
spin crossover (SCO) phenomenon [3,4], which involves 
reversible spin state switching in some 3d4-7 transition 
metal complexes by various external perturbations such as 
temperature, pressure, light irradiation, magnetic or 
electrical field [3-6].  

The bistable nature of SCO materials coupled to their 
sensitivity to light irradiation is of particular interest for 
the development of data recording media [7]. At low 
temperature (typically below 80 K), the system can be 
reversibly switched from the ground low-spin (LS) state to 
the metastable high-spin (HS) state using appropriate 
wavelengths. These phenomena are known as LIESST and 
Reverse-LIESST effects, respectively [8,9]. Experiments 
under permanent irradiation illustrate the competition 
between the non-cooperative photoexcitation and the 
cooperative thermally activated HS to LS relaxation 
leading to a Light-Induced Thermal Hysteresis (LITH) 
[10,11]. 

Theoretical and experimental studies in this area have 
focused on the origins of cooperativity, i.e. the degree of 
interactions among the switching molecules, resulting in 
an abrupt or hysteretic spin transition [12-16]. 
Conventional macroscopic methods, such as 
measurements of major hysteresis loop, only provide 
information about global behavior of hysteretic systems 
(with the shape, be symmetric or asymmetric and width 
extent), but they can also yield ambiguous results. Due to 
the various combinations of ligands nature, grain size, 

internal stress or elastic interactions among the SCO 
molecules, different systems can be characterized by the 
same critical temperatures and the same shape of the 
hysteresis loop, but with completely different behavior 
inside the hysteresis loop. In an attempt to remove some of 
the ambiguity inherent to conventional hysteresis 
measurements, Pike et al. [17] developed a 
characterization method using a type of hysteresis curve 
called First-Order Reversal Curve (FORC). Due to its 
simplicity and the wealth of information provided, FORC 
diagram became popular in the study of coercivity and 
interaction spectra in ferromagnetic nanostructured 
systems [17 – 24]. Moreover, FORC diagram was used 
successfully to understand other systems presenting 
hysteretic behaviour such as ferroelectric materials [25, 
26] and more recently, for the first time, for SCO materials 
with pressure, thermal and light induced thermal hysteresis 
providing useful insights to cooperative effects of these 
magnetic systems [27-32]. The FORC diagram allows 
indeed a direct access to the interactions distribution of the 
system. In the case of ferromagnetic materials, the 
correlation of the FORC diagram with the intrinsic 
physical parameters is well understood; however, in the 
case of SCO materials it is still to be clarified [28, 29, 32]. 

We present herein a systematic theoretical 
investigation of the intermolecular elastic interactions as 
well as size effect on the LITH-FORC diagrams in the 
framework of "atom-phonon coupling" (APC) model 
solved in the mean field approximation. Indeed, size 
effects have become particularly attractive in the SCO area 
with potential applications in mind, and in this frame, 
several miniaturization studies have already been 
undertaken [33-36]. 
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2. Atom-phonon coupling model 
 
For understanding the qualitative features of the 

experimental FORC distributions associated with the 
LITH loops, we have proceeded to various simulations 
using the mean field approach of the APC model.  The 
APC model which was firstly presented by Nasser et al. 
[37] has been further developed to explain different exotic 
or unusual magnetic behaviors, such as: two steps thermal 
spin transitions [38], the relaxation of the photo-induced 
metastable states and LITH curves [39-41], pressure 
induced re-entrance phase transitions [42,43] which has 
been observed experimentally in SCO molecular systems, 
including a 1D chain [44]. The extension of the APC 
model to the 2D lattice has also been recently proposed 
[45]. 

In the APC model, the SCO molecules are modeled as 
atoms linked by springs. Depending on the spin state of 
the neighboring molecules; three values of the elastic 
constants are taken into account: λ, when both molecules 

are in the LS state, ν, when both molecules are in the HS 
state, and µ, for the mixed spin state situation when one 
atom is in the LS state and its neighbor is in the HS state 
(see Fig. 1).  

 

νµλ  
 

Fig. 1 Elastic constants corresponding to the spin state of 
the nearest neighbor pair of atoms (LS in pink and HS in 

white). 
 
 

In the mean field approximation, two order parameters 
are introduced: ˆm σ=  and ˆ ˆi js σ σ= ∑ , where σ̂  is 
the Ising-like fictitious-spin associated to each molecule. 
The behavior of N molecules is described by: 
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We mention here, that all the detailed calculations 
could be found in ref. 37. 

From here, we take ( )Mω λh  as the energy unit. 

( )Mω λ is the maximum phonon angular frequency for a 
periodic chain with an elastic constant λ and is given by 

( ) 2M
am
λω λ = , where am  is the atom mass.  

In this contribution we are using the same reduced 
parameters as in Refs 38, 39: 
• Reduced temperature: 

( )
B

r
M

k T
t

ω λ
=
h

; 

• The dimensionless electronic excitation energy: 

( )M

δ
ω λ
∆

=
h

; 

• The elastic force constant ratio: x ν
λ

= ; 

• The dimensionless parameter y  defined by: 

2 2
yλ ν λ νµ + −

= + . 

The dimensionless parameter x is a measure of the 
interactions intensity of the system, a small value of x 
implies strong interactions in the system. According to the 
value of the dimensionless parameter y, µ can take values 
closer to λ or ν. In this study we considered the case where 
y=0 which characterizes the case when the elastic constant 
µ  takes the mean value: µ=(λ+ν)/2. 

The relaxation process is mainly determined by the 
tunnel effect at low temperatures (T < 30K) and thermally 
activated for higher temperatures (T > 40K). Many useful 
studies were undertaken by Hauser, Varret and their 
research groups [46-49]. In order to understand properties 
of the cooperative relaxation, they have looked at the 
properties of the HS state energy barrier.  
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In the framework of APC model, the thermally 
activate cooperative relaxation can be expressed as [39]: 
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where: k∞ is the high-temperature limit of the relaxation 
rate and Ea is activation energy of the molecule for the 
HS→LS relaxation. 

In the presence of a continuous irradiation of the 
system, the equation (6) is written as follows: 
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(8) 

 
I0σ is the probability per time unit for a molecule to switch 
from LS to HS state (I0 is the light beam intensity and σ is 
the light absorption cross section). 
 
 

3. FORC diagram method 
 
Fig. 2 shows a typical example of a FORC curve, 

which is obtained as follows: a temperature tmax high 
enough to yield a reversible HS fraction (nHS) vs. 
temperature curve is fixed. The temperature is decreased 
to a starting value ta and the HS fraction is then recorded 
stepwise at different temperatures, tb until tmax.  

 

 
 

Fig. 2 Definition of FORC in the warming mode. 
 
 

The FORC distributions were obtained computing the 
mixed second order derivative of HS fraction ( ),HS a bn t t ,

 
from FORC curves as a function of reversal temperature, 

at  and measurement temperature, bt  using an interpolation 
algorithm described in Ref. 17: 
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Usually a new set of coordinates ( ),c b  are defined with 

( ) / 2a bc t t= −  and ( ) / 2a bb t t= + , which rotates the 
FORC distribution by 45°, and correspond roughly to 
important physical parameters such as energy gap, ∆, and 
Ising–like intermolecular interaction, J. Thus, the FORC 
diagram is a contour plot in the ( ),c b

 
plane with 

horizontal coercivity axis c  and vertical bias axis b . 
 
 

4. Results and discussions 
 
The FORC diagram method has been already used in 

the characterization of the thermal kinetic and light 
intensity effects on LITH. However these studies have 
been limited to describe some particular experimental 
measurements [31, 32]. Herein, we would like to address 
some fundamental questions concerning the influence of 
intermolecular interactions and of the system size on the 
LITH-FORC diagram. 

 
 
4.1 Influence of intermolecular interactions 
 
Due to the cooperative nature of the relaxation 

phenomenon, the intermolecular interactions will play an 
important role on the LITH characteristics. We have 
simulated a series of FORC curves for various values of 
interaction intensity parameter, x and for several values of 
energy gap δ. The temperature rate has been kept constant 
in all cases. A selection of some resulting FORCs is 
displayed in Fig. 3. The computational parameters values 
are: 0.0y = , 5r = , 200N = , (0) / ( ) 0.8a mE ω λ =h , 

100k∞ = , 1
0I 0.0005 sσ −= , 1v 0.001 Ks−= . 

The associated diagrams obtained from Fig 3 are 
reported in Fig. 4. It is clearly seen that there is a strong 
dependence of the FORC diagram on the magnitude of 
both: interactions strength and energy gap of the system. 
Thus, we can stress some particularities of the LITH-
FORC diagrams in relation with the intermolecular 
interactions strength: (i) for strong intermolecular 
interactions (i.e. small value of x parameter) one observes 
a negative region (dark blue region) in good agreement 
with experimental observation [31]. These negative 
regions could be attributed to a strong mean field 
contribution [50]; (ii) as the interactions increase, the 
LITH-FORC diagram is shifting unto high coercivities 
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values. Here we should highlight the effect of the energy 
gap on the LITH-FORC distribution feature, more 
specifically, for high values of energy gap and high 
interactions strength (see in Fig. 4 the diagram obtained 
for δ = 0.7 and x = 0.3) a degeneration of the mean LITH-
FORC diagram can be observed, giving rise to several 
small “islands”. A similar behavior has been already noted 
in ferromagnetic multilayers structures [51, 52], where 
according to the interlayer interactions strength the 
magnetic domain structure is altered. However, in our case 
it is difficult to determine the origin of this effect; (iii) for 
weak interactions (i.e. high values of x parameter) an 
important reversible contribution is observed. 

 

 
 

Fig. 3 Simulated FORC for different values of the 
interactions   strength  (x)  for  two  different  energy  gap  
          values: δ = 0.3 (left) and δ = 0.7 (right). 

 
 
 

 
 

Fig. 4 Associated FORC diagrams obtained for the 
FORCs shown in Fig.3 for different interactions           
strength (x).  The   energy  gap  was:  δ = 0.3  (left)  and   
                                 δ  =  0.7 (right). 

 
 
 

In order to compare quantitatively different FORC 
diagrams obtained for different values of intermolecular 
interactions, a statistical analysis was carried out. Hence, 
the distribution parameters as mean values of coercivity, 

c , and bias, b , their corresponding standard 
deviations, ( )cσ , ( )bσ  and correlation parameter r  
between ( )P c  and ( )P b  distributions were obtained [23, 
27].  

For a better visualization of the statistical analysis, we 
have plotted the interactions dependence of the main 
statistical parameters for different values of reduced 
energy gap. 
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Fig. 5 Interactions strength dependece of the mean value of coercivity <c> (a), of the standard deviation of the coercivity 
distribution σ(c) (b), of the mean value of bias <b> (c), and of the standard deviation of the bias distribution σ(b) (d) for 

different values of the energy gap. 
 

By increasing the interactions intensity (i.e. by 
decreasing the x parameter’s value) the coercivity 
increases quasi-linearly. The same behaviour is observed 
in the dependence of the standard deviation. If for strong 
interactions, we can observe an increase of the coercivity 
with the energy gap, for weak interactions the coercivity 
does not depend on the energy gap. On the other hand, in 
almost the whole range of interactions, the standard 
deviation of the FORC diagrams is energy gap 
independent. 

Regarding the bias dependency, one observes that, for 
a given energy gap value the mean value of the bias <b> 
increases as the interactions parameter x increases. This 
gives rise to a series of “parallel straight” lines, each line 
corresponding to a given energy gap value. The lowest 
straight line corresponds to the lower energy gap value. A 
more complex dependence is obtained for the standard 
deviation of the bias distribution ( )bσ  (see Fig. 5d), 
which changes its monotonic variation according to the 
interactions strength of the system. Thus, this time, for 
high values of the interactions intensity, the standard 
deviation of the bias distribution is decreasing as the 
interaction decreases. After a critical value xc of the 
interaction parameter, ( )bσ  starts increasing as x 
parameter is decreasing and saturates for small values of x 
(e.g. xc = 0.6 for δ = 0.7). It is worth noting that the critical 
value xc depends on the energy gap value: xc increases as 
the energy gap increases. 

 

 
 

Fig. 6 Correlation parameter r as a function of the 
interactions  strength  for  different  values  of  the energy  
                                           gap δ. 
 
Another interesting result has been obtained in the 

variation of the correlation parameter r vs. x (see Fig. 6). 
For small values of the energy gap, the correlation 
parameter is decreasing exponentially with x parameter 
values, going from a positive correlation to a negative 
correlation between coercivity and bias distributions, 
respectively. When the energy gap value is increasing, the 
correlation parameter goes from an exponential 
dependence to a sigmoidal one, presenting an inflexion 
point for a critical value of the x parameter, value which 
depends on the energy gap δ. Finally, we note that the 
feature of the FORC diagrams obtained in our simulations 
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are similar with those obtained experimentally by 
Enachescu et al. [30]. 

 
4.2 Size effect 
 
The second effect which has been studied in this work 

is the size effect on FORC diagrams. Concerning the 
photomagnetic properties of miniaturized particles, it has 
been observed recently on the 1D SCO coordination 
polymer [Fe(NCS)2(bpe)2] (bpe = 1,2-bis(4′-
pyridyl)ethane) that, the degree of conversion from the LS 
to the metastable HS state under irradiation (LIESST 
effect) is not affected by the particle size [35]. 
Additionally, the temperature at which the metastable state 

is retained, that is, the T(LIESST) value is largely 
unaffected by the particle size variation [35]. 

In order to get more information about the effect of 
the particle size on FORC diagram we have simulated a 
series of FORCs for various system dimensions (i.e. 
various number of molecules) and various cooperativity 
degrees. The computational parameters values are: 

0.0y = , 5r = , 0.6δ = , (0) / ( ) 0.8a mE ω λ =h , 100k∞ = , 
1

0I 0.0005 sσ −= , 1v 0.001 Ks−= . 
The statistical analysis of the FORC diagrams 

obtained in our simulation is presented in Figs 7-8. 

 
 

Fig. 7 Size dependence of the mean value of coercivity <c> (a), of the standard deviation of the coercivity 
distribution σ(c) (b),  of  the  mean  value of bias <b>, (c) and of the standard deviation of the bias distribution σ(b)  
                                                        (d) for different values of the interaction parameter x. 
 

 
In contrast with the intermolecular interactions effect, 

but in good agreement with the results reported by Neville 
et al. [35], the size effect does not affect much the spin 
domain structure. Thus, as it can be seen here above the 
coercivity is practically unaffected by the number of 
molecules.  

 
 
 
 

However, we can see a weak size dependence of the 
bias, both the mean value and the standard deviation of the 
bias distribution are decreasing as the number of 
molecules is increasing, but it rapidly saturates. 
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Fig. 8 Size dependence of the correlation parameter for 
different values of the interaction parameter. 

 
 

A similar behavior is observed in the correlation 
parameter dependence: bellow a critical size of the system 
the correlation parameter is decreasing as the number of 
molecules decreases. We also note that the kinetic effects, 
which make possible the existence of a FORC distribution 
even in the absence of any parameter distribution, play an 
important role on FORC diagram.  

 
 
5. Conclusions 
 
We have used 1D atom-phonon coupling model to 

investigate the influence of the intermolecular interactions 
and of the system size on the LITH-FORC diagram in 1D 
spin crossover compounds. By varying progressively the 
cooperativity and the size of the SCO system we have 
been able to obtain the dependence of the statistical 
parameters of the FORC diagram with the interaction 
parameter and with the number of molecules from the 
system, respectively. This way we were able to give a 
global image on how the FORC diagram feature is 
modified under the influence of these parameters. An 
experimental study of the intermolecular interactions 
influence on Light-induced Thermal Hysteresis, by using 
FORC diagram method, will be the topic of a future 
investigation. 
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